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Abstract. Geographical Information Systems (GIS) are being used in a growing
number of application areas. As a consequence there have been frequent calls to
expand the range of spatial analysis tools available to users of GIS but a reluctance
on the part of GIS software vendors to include such tools in standard software
packages. An alternative approach is to link extra tools to GIS packages which
raises a series of issues, such as, What sort of tools should be included? How
should the linkage be done? To what extent can the functionality of the GIS be
used? This paper draws on the results of a project in which software for statistical
spatial data analysis (SSDA) was linked to ARC/INFO to produce a software
system called SAGE. The statistical tools implemented included those which were
felt to be useful to the general GIS user (as opposed to the specialist spatial
statistician or econometrician), and they were linked to ARC/INFO using a client
server architecture. The GIS was used within the context of SSDA for map
drawing, spatial queries and operations on the topology of the spatial data,
although it was found that the map drawing facilities of ARC/INFO were not
well suited to the needs of this application. One of the conclusions of the project
was that many of the techniques of exploratory spatial data analysis, such as
providing graphical data summaries and linking these to cartographic views of
the data could be easily integrated into existing GIS packages, providing a useful
addition to their functionality for many GIS users. Many of the other SSDA
facilities are probably still best provided in specialist software, but there is a need
for a robust and standardised means for such software to extract information
about the topology of spatial data from within GIS packages.

1. Introduction: the case for developing SAGE for GIS users
A feature of the GIS research agendas of both the UK Regional Research

Laboratories and the American National Centre for Geographic Information and
Analysis (Masser 1988, NCGIA 1989, Openshaw 1990) was the perceived need for
GIS users to have access to a greater range of facilities for undertaking spatial
analysis. Spatial analysis techniques have be de� ned as those ‘whose results are
dependent on the locations of the objects or events being analysed’ (Goodchild et al.
1992). For example, computing the arithmetic mean of a set of values located across
an area would not be a spatial analysis technique (since any re-arrangement of the
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values on the map would leave the arithmetic mean unchanged) but � tting a trend
surface to the set of values would be because the order of the surface and the
parameter estimates would be aŒected by where values were located.

Wise and Haining (1991) identi� ed three types of spatial analysis which might
be of interest to those working with GIS: map-based analysis, spatial modelling and
statistical spatial data analysis (SSDA). SSDA, which is the subject of this paper,
may be described as the analysis of empirical spatial data using statistical methods.
There is a considerable degree of concensus as to the types of techniques that ought
to be made available to the GIS community to facilitate SSDA (Bailey et al. 1994,
Haining 1996, Anselin 1996). Two types of SSDA can be identi� ed, although there
is some overlap between them. Exploratory spatial data analysis (ESDA) is concerned
with detecting spatial patterns in data, identifying unusual or interesting spatial
features of the data (such as spatial outliers), formulating hypotheses which are based
on or which are about the geography of the data and validating spatial models
(Haining et al. 1998). Con� rmatory spatial data analysis (CSDA) is concerned with
model building, which normally involves the estimation of parameters (and their
errors) and usually includes hypothesis testing as part of the process of model
speci� cation (Haining et al. 2000).

Current GIS contain only limited support for GIS-relevant SSDA (Goodchild
1987, Burrough 1990) which is not surprising since early developments in GIS were
driven by a need for mapping, map-based analysis, and facilities management.
However a number of factors have led to a growing interest in facilities for more
sophisticated analyses of spatial data. First, there is a growing number of large
spatial databases, including topographic, environmental and socio-economic data.
It is possible to integrate datasets within GIS and this capability has signi� cant
practical implications for academic research in many areas where processes are
multi-variate across social, economic and environmental explanatory variables. The
analysis of � ne grained geocoded multivariate datasets has the potential to make a
uniquely important contribution to disentangling associations and assessing the
importance of local conditions in � elds like spatial epidemiology or environmental
criminology.

Second, many organisations in both the public and private sector are under
increasing pressure arising from increasing ‘demand’ and spiralling costs to increase
e� ciency by targetting resources, managing and auditing more rigorously.
Geographical targetting and geographically based auditing are elements in a resource
allocation policy given greater impetus by government pressures for public agencies
to work together (‘joined up government’). In many cases spatial analysis can be a
useful tool in supporting the strategic and operational needs for organizations. In
the � eld of health services provision, people’s health and use of the health service
often correlate with patterns in the social and economic circumstances of the popula-
tion. Obtaining a reliable picture of these patterns, and of areas with unusually
raised incidence can lead to a more targetted use of resources, but requires more
than simply mapping the basic incidence rates, because these can be aŒected by
other factors such as the age and sex structure of the area and the size of the
population at risk. Similar examples can be cited in the areas of criminology, housing
and education. There is a potential market here of GIS users for whom certain
aspects of SSDA functionality would be useful.

Since GIS were not de� ned with SSDA in mind, it can be argued that it is
preferable to build specialist SSDA software, and import the necessary spatial data
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from the GIS (Haslett et al. 1990, Unwin et al. 1996, Dykes 1996, Brunsdon 1998).
However it is then not possible to use those features of GIS which can help support
SSDA, such as the ability to draw maps and the handling of information on the
geometrical and topological properties of the spatial objects (Wise and Haining
1991). In addition there is the inconvenience of transferring � les and the danger of
creating multiple versions of the same dataset within the diŒerent packages. An
alternative veiw is that SSDA facilities are likely to be most widely and eŒectively
used if they can be linked to the GIS packages used to store and manipulate these
spatial databases. One way of doing this is to use the GIS as the main software
platform, using its customization facilities to supply the additional functionality
(Ding and Fotheringham 1992, Batty and Yichun 1994, Kehris 1990a, 1990b).
Another approach is to link the GIS with another package (Cook et al. 1996, Anselin
and Bao 1997).

This paper reports on the main � ndings of a project, one of whose aims was to
explore whether it was possible to develop an SSDA package linked to a GIS, which
could provide general purpose facilities for both ESDA and CSDA and take advant-
age of the features of the GIS. To this end, a software system called SAGE (Spatial
Analysis in a GIS Environment) was designed and implemented which included a
direct link to the ARC/INFO GIS. The functionality of SAGE has been described
elsewhere (Wise et al. 1997, Haining et al. 2000) and complete documentation for
the package is available online (Ma et al. 1997). The purpose of the present paper
is to focus particularly on the role which standard GIS functionality plays in SAGE,
and drawing on our experience of SAGE and other similar packages, to dicuss some
of the issues relating to the inclusion of SSDA into GIS.

The paper next describes the criteria which governed the selection of the SSDA
functionality to be included in SAGE, and the most appropriate means of incorporat-
ing ARC/INFO. The features of the system are illustrated using an example and the
paper concludes with a discussion of some of the implications of this work for future
developments in the provision of SSDA facilities for the GIS community.

2. Design criteria for SAGE
SAGE was designed for the analysis of what Cressie (1991) calles ‘lattice data’

in which the spatial units are � xed, and interest lies in the variability of the attributes
across the units. Areas are the commonest example of suich spatial units, but many
of the techniques of area-based analysis can also be applied to the analysis of data
for � xed points. Such data can be analysed by SAGE, by attaching a notional area
to each point (normally by the generation of a Dirichlet tesselation around the points).

The intention was to provide a wide range of both ESDA and CSDA methods,
allowing the analyst to proceed all the way from the initial exploration of a set of
data, through to model speci� cation, calibration and validation. ESDA is often used
as a means of suggesting hypotheses about data which can then be tested more
formally using CSDA methods. However, the division is not always so clear cut and
the two approaches are best seen as complementary. For instance, although regression
modelling uses formal tests of signi� cance for model speci� cation, visual, exploratory
methods also have an important role to play in model speci� cation, and can be used
to check assumptions and examine the results of the analysis.

EDA methods (Tukey 1977) are characterised by an emphasis on visual and
statistically robust means of exploring data, and this same emphasis has been carried
over into ESDA. What is particularly important in the case of spatial data however,
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is the connection between the attribute values and the location of the areal units in
geographical space. If a boxplot reveals a distributional outlier, then one of the � rst
questions the analyst is likely to ask is ‘where is that case on the map?’ This link is
provided as standard functionality in most modern GIS software, but the connection
is normally between the selection of one or more records from the database, and the
selection of areas on a map. Haslett et al. (1990) were among the � rst to demonstrate
that by making a much richer set of links, between various forms of statistical graph
and a map, a wide range of analyses become very easy to perform. This linked
windows or brushing facility is now provided by most software packages which have
been developed for ESDA (MacDougall 1992, Dykes 1996, Brunsdon and Charlton
1996, Cook et al. 1996, Unwin et al. 1996) and was regarded as an important element
in the functionality of SAGE.

Area-based data have two characteristics which led to a number of other design
criteria for SAGE. Firstly, many spatial phenomena are characterised by a degree
of spatial autocorrelation, particularly positive spatial autocorrelation which is the
tendency for nearby locations to have similar values of a given attribute. This means
that samples taken from neighbouring locations cannot be regarded as independent.
This invalidates one of the central assumptions of (parametric and nonparametric)
classical statistical methods, and may render the results of signi� cance tests and the
estimation of con� dence intervals unreliable. A variety of techniques and models
have been developed to deal with this situation (Haining 1990) and one of the aims
of writing SAGE was to make some of these available in an easily accessible fashion.
Autocorrelation eŒects are also of interest in their own right, including the identi� ca-
tion of � rst order eŒects (What trends exist in attribute values across space?) and
second order eŒects (To what extent are attribute values in neighbouring areas
correlated?). This type of analysis requires information about the spatial arrangement
of the areal units which is normally handled as a matrix (often called the connectivity
or W matrix) representing the nature of the links between all pairs of areas, e.g.
whether the areas are contiguous or not (Haining 1990). To construct this matrix
requires information about the topology of the areal units, information which can
often be extracted from a GIS, although as Goodchild (1987) points out, GIS are
not generally designed to handle the information in matrix form. One of the aims
was that SAGE would not only be able to handle the W matrix, but would allow
the analyst to modify it in order to model diŒerent assumptions about the nature of
the links between areas. A simple example is the situation where a single administrat-
ive zone is divided by a river, thus producing areas in the GIS data which are
apparently not connected. One way of dealing with this is to modify the W matrix
to re� ect the fact that the areas are neighbours.

The second important feature is that the majority of area-based data is derived
by aggregating values for individual items (people, households, houses etc.). The
areas are modi� able in that the aggregation could be done at any one of a number
of diŒerent scales, and at any given scale in numerous diŒerent (but equally plausible)
ways. It has long been known that diŒerent aggregations of the same data can lead
to diŒerent analytical results (Kendall 1939, Openshaw 1984, Openshaw and Rao
1995). In practice, areas for which data are available often have a real signi� cance
in the sense that they represent divisions of responsibility for an organisation—
examples are health and police areas. However for any analysis which is trying to
investigate patterns and processes in the underlying variables which have been
aggregated, there may be several reasons why it is useful to be able to re-aggregate
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the data into new zones. First, it is common in area-based analyses to convert
absolute count data into rates, using the population of the areas as the demoninator.
However, the realiability of such rates will vary since it is a function of the size of
the populations (Clayton and Kaldor 1987, Kennedy 1989) and one solution to this
is to aggregate the areas into larger units with approximately equal populations.
Second, rates calculated for areas with small populations will be particularly sensitive
to inaccuracies in the data, such as errors in the basic count variable, or errors in
assigning individual events to areas. This sensitivity can be reduced by aggregating
the original zones into a series of larger ones. Third, with a large number of small
areas, broad trends may be lost in local detail, and so aggregation is one way of
identifying broad scale trends in the data.

A number of other design criteria were adopted because of the particular nature
of the project. Because of the level of resources made available, it was important to
use existing software wherever possible, rather than writing code from scratch. Since
funding was from a UK research council, it was important that any resulting software
be freely available to academics in the UK (and as far as possible, elsewhere). ARC/
INFO was chosen as the GIS, because of its widespread availability in the GIS
community, and because it is available to UK academics at a heavily discounted
price due to a centralized purchase (Wise 1990).

3. The architecture of SAGE
In this section we consider how much of the functionality needed to support the

speci� c programme of SSDA could be provided by the GIS itself. We only consider
ARC/INFO as this was the GIS used in the work. However because ARC/INFO
has a particularly rich set of functionality (one of the reasons it was selected for
widespread use in the UK academic community (Wise 1990)), this does not restrict
the generality of the discussion although clearly other systems may well have particu-
lar strength which would have lead to a slightly diŒerent division of labour between
the GIS and the other pieces of software. We will return to the general issue of how
best GIS might support spatial analysis in the concluding section.

The operations needed to support the functionality outlined in the design section
can be classi� ed as shown in table 1. The table presents the functionality at

Table 1. Operations needed to support ESDA functionality.

High level Fundamental level

Data management Manage Spatial data
Manage Attribute data
Create W matrix

Data manipulation Calculation of rates Calculations on attributes
Statistical tests Classi� cation and regionalisation

algorithms
Classi� cation and regionalisation Spatial element selection
Selection of subsets of data Database queries
Editing W matrix Polygon dissolve

Data display Map drawing Graphical display
Tabular data display Window management
Statistical graphs
Linked windows
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two levels—as seen by the user (the High Level), and broken down into the under-
lying technical operations needed to support the high level functionality (the
Fundamental Level).

Many of the high level operations cannot currently be performed by ARC/INFO,
but in many cases it does possess the underlying technical capability to support
them. This can be seen in the functions listed under data display for instance.
ARC/INFO has comprehensive map drawing capabilities, some ability to display
attribute data in tabular and graphical form, but no linked windows facility. However,
using AML and the graphical drawing primitives of Arcplot, it is possible to imple-
ment these features entirely within ARC/INFO. For example, Batty and Yichun
(1994) implemented a model of urban land use in ARC/INFO in which two diŒerent
views of the model, a map and a graph, are drawn within the same Arcplot window.
Using ARC/INFO’s macro language (AML) the two views were linked so that when
elements were selected from one view, the same elements were highlighted in the
other view. Similar experiments were carried out during the writing of SAGE, but it
was found that this was not an appropriate way to build a general-purpose linked
windows facility. All the graphics must be contained in the same window, which is
in� exible and cumbersome and the use of AML, an interpreted command language,
makes the response of the system very slow.

To write SAGE it was necessary to provide some of the functionality outside
ARC/INFO and to link this with ARC/INFO itself. Given the need for a rapid and
responsive system, the majority of the graphical capabilities were provided outside
ARC/INFO, simply using ARC/INFO for drawing the maps. ARC/INFO would
also be used to perform the selection of spatial subsets of data (e.g. all areas within
a de� ned polygon), again since it already has comprehensive capabilities in this area.
Many of the numerical elements of SAGE are computationally intensive (especially
the classi� cation/regionalisation elements) and would perform more e� ciently if
written in a language such as C 1 1 . Those parts of SAGE which related to the
handling of topological data are split between those which are central to ARC/INFO
and which it would be foolish to re-write (generating the W matrix from the polygon
data and dissolving a set of polygons as a result of reclassi� cation) and those which
it would be hard to do in ARC/INFO (editing the W matrix).

In summary, the major functions for which ARC/INFO was suitable within
SAGE were map drawing and querying, generating the basic topological data and
the polygon dissolve operation. All the other functions of SAGE would be provided
using other software. The next question to be considered was how best to link
ARC/INFO with the other elements of SAGE. Other workers have used a number
of approaches for this task-loose coupling via the transfer of � les (Anselin et al.
1993), close coupling in which the GIS calls routines written in other languages
(Ding and Fotheringham 1992) and client-server computing (Cook et al. 1996). Since
the intention was that SAGE should operate rapidly and responsively, especially
when the graphical, exploratory tools were being used, methods such as loose
coupling were discarded because they would be too slow. Close coupling would be
quick, but it was felt that the capabilities which could be provided might then be
constrained by what could be achieved from within ARC/INFO.

The client server architecture (Umar 1993) provides � exibility in the way that
various software components may be linked, and for this reason this approach was
chosen for SAGE (Haining et al. 1996). A component is considered a client if it
requests the services of other components to complete a certain task, or as a server
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if it provides services for clients. The communications between clients and servers
are handled e� ciently through a set of well-de� ned Application Program Interfaces
(APIs) utilising, for example, remote procedure calls (RPCs) (Simon 1996, pp. 65–8).

As described above, SAGE has two major software components —ARC/INFO
and a purpose written module for providing all the other functionality. These could
have been implemented so that both could function as either client or server which
is the approach used by Cook et al. (1996) to link ArcView and Xgobi. However,
this results in a system in which the user must know when to use each component
as the client and it was decided that it would be simpler if the purpose written SSDA
module was the client, calling ARC/INFO as a server for mapping and dataset
management.

This approach has a number of advantages. Firstly, it allows the client and the
server to be implemented independently, communicating with each other only
through pre-de� ned APIs. Secondly, it allows existing and tested code appropriate
for their implementation to be re-used wherever possible without being constrained
by each other. Therefore, the implementation workload could be reduced and the
reliability of the system could be expected to be high. Thirdly, because the client
and the server communicate through a pre-de� ned API, it oŒers the possibility of
using a diŒerent GIS to replace ARC/INFO, thus making the SAGE client potentially
portable. Fourthly, since the client-server model can be used for distributed comput-
ing (using RPCs for example) the SAGE server and the SAGE client could be run
on diŒerent platforms on the network. This would be useful for analysing spatial
data held remotely. All these advantages were exploited during the implementation
of SAGE where networked SUN workstations running X-Windows were used.

The full architecture of the system is shown in � gure 1. It can be seen from
� gure 1 that the main link between the SAGE client and ARC/INFO is via a linking

Figure 1. The architecture of SAGE.
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interface which translates requests from the client into a series of ARC/INFO
commands (some of which are actually purpose-written in AML) and converts the
responses from ARC/INFO into a form suitable for the client.

4. An example SAGE session
A comprehensive description of the facilities provided in SAGE is available

elsewhere (Ma et al. 1997, Haining et al. 2000). This section will attempt to give an
overview of how the system operates by describing how a simple SAGE session
might work. The example has been chosen to illustrate the sort of facilities which
might be of interest to the general GIS user, and so the focus is on graphical,
exploratory methods rather than the statistical modelling techniques which are also
provided in SAGE.

The example is taken from work undertaken on behalf of the Trent Region of
the UK National Health Service Executive, examining trends in the pattern of ill
health in the region. The only health variable which will be considered here is the
proportion of people in each area who have a limiting long term illness (LLTI) i.e.
one which they consider limits their ability to work. It is well known that material
deprivation is strongly linked to people’s health, and so in an initial consideration
of LLTI the questions which might be posed would include:

E What is the pattern of LLTI variation in the area?
E Is there a relationship between LLTI and deprivation?
E Is there any evidence of spatial cluster of high rates of LLTI?

Figure 2 shows a screen shot of a SAGE session. The window in the top left ( labelled
SAGE) is the user interface to the SAGE client. The map, which has been drawn by
ArcPlot, shows the rates of LLTI in the region’s 871 wards. Figure 3 shows the
location of the region which roughly corresponds with the Eastern half of the English
Midlands. In order to draw the choropleth map in SAGE (� gure 2) several
steps are needed. First the LLTI values must be classi� ed, to identify which class
each ward will fall in. This is done using the classi� cation option on the main
SAGE window, and the resulting classi� cation is saved as a new variable ( labelled
LLTI-5) which is displayed in the main SAGE window (� gure 2). In this case the
variable was grouped into � ve classes, with equal numbers of wards in each class
(a quintile classi� cation), and so it was necessary to create a palette of � ve shades
of grey, ranging from dark to light, in order to produce the � nal map.

What is of particular interest is the distribution of high rates of LLTI which can
be identi� ed in several diŒerent ways in SAGE. Figure 2 shows a boxplot of the
LLTI rates with the points above the upper quartile selected graphically. This causes
the corresponding areas on the map to be highlighted, in this case using a cross-
hatch shading. There seem to be two main areas of high LLTI rates—along the
coast north of Skegness, and in the main urban areas (Leicester, Nottingham,
She� eld, Rotherham). In order to check that these high values are not simply the
result of wards with very small populations, a histogram of the population in each
ward is also shown in � gure 2. When the high rates are selected in the boxplot
window, the same areas are highlighted in the histogram window showing that some
high values do occur in the least populated wards. Rates based on small populations
are not robust so the regionalization module of SAGE was used to merge some of
the smaller wards together. This module is fully described in Wise et al. (1997) and
Haining et al. (1998). It allows areas to be combined together to produce new
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Figure 2. Screenshot of a SAGE session. The main user interface is via the menu options on
the tabular view of the data. The map shows rates of Long Term Limiting Illness for
wards in the Trent region on the NHS executive and the same rates are shown in the
boxplot. The histogram shows total population in each ward. For an explanation of
the highlighted features, see the text.

regions, which satisfy one or more of three criteria: homogeneity in terms of one or
more variables, equality of the total value of one variable and compactness of shape.
The original 871 wards, with population values between 837 and 30 450, were
combined to produce 500 regions using the criteria of population equality, and
homogeneity in values of the Townsend deprivation index. Although the minimum
population in the new regions only rises to 1136, none of the high LLTI rates is now
found in a zone with a small population.

In order to look at the relationship between LLTI and deprivation a scatter plot
is drawn using these two variables as shown in � gure 4. The scatterplot suggests
that deprivation is an important factor in the distribution of ill health in this area.
The graph also shows three areas where the rate of LLTI is considerably higher than
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Figure 3. Location of the Trent region of the NHS. The larger map shows the ward
boundaries, urban areas and places named in the text.

Figure 4. Relationship between Long Term Limiting Illness (LLTI) and Material Deprivation
(measured using the Townsend Index) is shown on the scatterplot. The map shows
LLTI rates, with the six outliers from the scatterplot identi� ed by cross-hatching.

expected given the levels of deprivation. These are outliers from the regression � t
(i.e. the standardized residuals are more than three standard deviations above the
regression line) and to see where they are located, they have been selected in the
scatter plot window. The map shows that one is located on the outskirts of
Rotherham in the north, the other two on the coast.

The analysis so far has suggested that wards with high rates of LLTI tend to
occur in urban and coastal areas but this has been based on considering each ward
independently. By considering each ward in relation to its neighbours, it is possible
to identify clusters of wards with high LLTI values, and this has been done in � gure 5.

The Getis-Ord statistic (Getis and Ord 1992) has been calculated for the LLTI
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Figure 5. The detection of clusters using SAGE. The histogram shows values of the
Getis-Ord statistic, a measure of local autocorrelation. Areas with high positive values
have been selected, and are shown on the map by cross-hatching.

values and the histogram of the resulting values is shown on the right of � gure 5. A
high positive value indicates a ward with a high LLTI value with neighbours which
also have high LLTI values, although individually they need not necessarily fall in
the upper tail of the LLTI histogram. Selecting the top three categories from the
histogram reveals the location of these clusters on the map. None of these are located
on the coast. There is a large cluster around the She� eld/Rotherham conurbation
particularly in those areas which house workers in the steel industry. The other
major cluster is further south around Derby. Although this lies in one of the areas
previously identi� ed as having generally high rates (� gure 2) it is not clear why this
particular area should appear to have a cluster of high values. Indeed, this may
simply be an artefact of the area boundaries, something which could be explored by
repeating the analysis using a diŒerent set of regions.

This is a fairly brief analysis of this set of data but even so the example illustrates
how the use of relatively straightforward numerical and graphical techniques within
SAGE can reveal useful information about spatial data.

5. Discussion: operational bene� ts and other approaches
Section 1 presented the case for building SAGE in terms of GIS user needs. In

this section, we discuss the extent to which the SSDA facilities in SAGE bene� ted
from being linked to a GIS. Within SAGE, ARC/INFO performs data management
tasks, provides topological information and displays maps. The topological data is
needed for the calculation of spatial statistics, such as the Getis-Ord statistic, and in
the regionalization process. For both of these, the contiguity information about the
area boundaries is extracted by SAGE from ARC/INFO. The regionalisation algo-
rithm assigns each of the original areas a code which identi� es which new region it
will belong to, and this information is passed back to ARC/INFO so that it can
perform a polygon dissolve operation to create a polygon coverage for the new
regions.
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With spatial data analysis the analyst should be able to manipulate the spatial
framework and there is a strong case for making use of the functionality of existing
GIS to do this. There is a large diŒerence between the ability to import or calculate
the topological information for a set of area boundaries, as is done by systems like
cdv (Dykes 1996) or LiveMap (Brunsdon 1998), and the ability to alter those
boundaries and update the topology and this seems one area of ESDA where a link
to GIS is of great bene� t.

The cartographic facilities of ARC/INFO work well in the case of selecting spatial
subsets of the data and for implementing the brushing technique. However, it would
be useful to make this facility more dynamic by being able to change the selection
of areas interactively, with the related graphical plots changing simultaneously
(dynamic brushing). However, given the need to communicate each change between
the server and client in the current SAGE design, this would be far too slow using
the current architecture. For this to work at an appropriate speed, the cartographic
and graph drawing facilities would have to be provided in the same piece of software.

There are other respects in which the cartographic facilities of ARC/INFO are
less suitable for a system like SAGE. ARC/INFO’s Arcplot module was originally
written with the production of paper maps in mind, not interactive visualisation.
For example, it is di� cult to draw a greyscale choropleth map of a variable unlike
in systems such as cdv (Dykes 1996), MANET (Unwin et al. 1996) and Descartes
(Andrienko and Andrienko 1999).

In order to derive some general conclusions about the possible role for GIS in
supporting spatial analysis, it is necessary to consider the extent to which our
experience in building SAGE might have been diŒerent if we had used a diŒerent
GIS package. Our view is that the majority of GIS packages provide a very similar
mix of functionality to that provided in ARC/INFO—none appear to possess a
wider range of standard statistical graphs, or numerical statistical facilities. Some,
such as MapInfo, support linked windows, but this appears to be limited to a single
link between the map and a tabular display of attribute values. However some other
packages might have been more suited to providing some of the functionality
provided by ARC/INFO. In the case of map drawing this is almost certainly the
case. More recent desktop mapping packages, such as ArcView and MapInfo for
example have been designed with interactive map viewing in mind, and provide
methods which allow data to be viewed very quickly on screen.

The one area in which ARC/INFO is perhaps strongest is in the accessibility of
the topological information. Many of the current generation of vector GIS packages
are based on the topological link and node data structure (Peucker and Chrisman
1975) which stores the identity of the two polygons bordering each link. This
information can be used to construct two of the three W matrices which SAGE
uses—that based on simple contiguity, and that based on the length of the border
between areas.

In the case of ARC/INFO the data structure can be held internally, or it can be
stored in a relational table in the INFO database for both line and area coverages
making it directly accessible to the user. ARC/INFO is unusual in allowing such
easy access to this information, and there are at least two reasons why most other
software systems do not. Firstly, since the topological data is fundamental to the
integrity of the GIS database, it is not desirable to store it in such a way that it can
potentially be corrupted by the user. Secondly, there should be no need for the user
to have direct access to this low level data—all of the operations which require it
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should be provided as high level functions. However, as SAGE has shown, certain
types of spatial analysis which are not currently supported by GIS also require
access to this topological data. Given the reluctance of vendors to incorporate SSDA
techniques into standard GIS (Maguire 1995) this makes it important that the
mechanisms provided to link GIS to other software include some means of accessing
the topological data.

The current trend in the GIS industry is towards the greater use of inter-
operability as a means of building software solutions, especially using an object
oriented approach (Graham 1999), and the SAGE project and the work of others
(Cook et al. 1996) has shown that this case can be used as a means of providing
SSDA functionality to GIS users. However, in the current oŒerings from vendors,
the topological information is still seen as something to be handled internally, rather
than as information which might be transferred between objects. The OpenGIS
consortium has produced a speci� cation of what it calls an Essential Model and it
is to be hoped that this process will lead to the development of a standard way of
providing information on the spatial relationships between spatial objects. However
this process is at an early stage, with the only proposal which has reached any sort
of fruition being the one which states how systems will deal with simple, geometrical
forms such as lines and whole polygons (Buehler and McKee 1998, OpenGIS
Consortium 2000).

There is a strong case for incorporating some of the techniques from systems
such as SAGE directly into mainstream GIS software, and in this contect we identify
two particular types of functionality: the � rst is the linked windows or brushing
facility. This is a common feature of the majority of systems written to explore
diŒerent methods of providing ESDA functionality (Andrienko and Andrienko 1999,
Haslett et al. 1990, Cook et al. 1996, Dykes 1996, Unwin et al. 1996, Anselin and
Bao 1997, Brunsdon 1998) and has been found to support a wide range of analytical
operations. The second, which is related to the � rst, is the provision of graphical
and other techniques which support spatial, as opposed to non-spatial, exploratory
analysis. Features such as lagged boxplots and Moran plots are simple, intuitive
means of exploring spatial data and regionalization allows the user to experiment
with the eŒects of altering the spatial framework (Haining 1990). None require a
detailed knowledge of spatial statistics in order to use them, but they do provide
useful insights into the spatial variations which may exist in a set of data and there
would seem to be a strong case for adding them directly into mainstream GIS
software.

6. Conclusions
There are a number of conclusions which are of potential interest to both the

GIS community and GIS software vendors. It should be clear from this work, and
the work of other software developers, that there are a range of techniques which
will be of interest to a wide range of GIS users, who already have GIS databases of
area-based data and wish to do more with that than simply draw maps or make
routine queries. In particular, the provision of relatively simple graphical displays,
boxplots, scatterplots and choropleth maps, in a graphical environment in which the
windows are dynamically linked has been shown by many researchers to provide a
very powerful tool for undertaking many forms of ESDA. What is more, experience
suggests that such techniques are intuitively simple to use, and so will be accessible
to a wide range of users. There is a clear potential here for GIS software vendors to
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add such functionality into standard GIS packages and this would be a major bene� t
to many users.

The more esoteric, specialist statistical tools of SDA are likely to be of interest
only to a minority of users, although we believe that this is a signi� cant minority.
As indicated in the introduction, the range of science-based and policy-based research
issues that call for rigorous SSDA is growing in both the public and private sectors.
In the past, vendors have been reluctant to invest in developing such methods as
part of their existing products (Maguire 1995), and this may continue to be the case.
The examples of SAGE and other systems (Cook et al. 1996) have demonstrated
that this type of functionality can be linked to GIS software, so it is not strictly
necessary for GIS vendors to provide it within the GIS. What is needed to facilitate
this linking process is a means of passing the topological information between the
two applications. The current oŒerings of vendors in the area of software objects
which can be used to build special-purpose GIS do not appear to support this,
viewing the topological information as something to be encapsulated within the
spatial objects. Work in the OpenGIS consortium does appear to have recognised
the importance of information about the relationships between spatial features as
important data in its own right, and it is to be hoped that this leads to better access
to this type of information.

In summary, as the range of GIS users grow, the case for incorporating certain
types of SSDA techniques directly into GIS also grows. Whilst the list of appropriate
techniques will undoubtedly evolve, the linkage is also technically appropriate since
GIS have many features that facilitate the implementation of SSDA techniques.
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